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Abstract
Ongoing or recently completed across the United States are a series of 
lawsuits via which teacher plaintiffs are contesting how they are being 
evaluated using value-added models (VAMs) as part of states’/districts’ 
teacher accountability systems. To investigate the empirical and pragmatic 
matters addressed in court, researchers conducted a case study analysis of 
the documents submitted for five such cases. Researchers framed analyses 
using measurement concepts resident within the Standards for Educational 
and Psychological Testing, given issues with (a) reliability, (b) validity, (c) bias, 
(d) transparency, and (e) fairness, with emphases also on (f) whether VAMs 
are being used to make consequential decisions using concrete (e.g., not 
arbitrary) evidence, and (g) whether VAMs’ unintended consequences are 
also of legal pertinence and concern.
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Introduction

In May 2016 in New York, an 18-year veteran, fourth-grade, National Board 
Certified Teacher (NBCT), in an upscale suburb of Long Island, sued the 
state over her value-added teacher evaluation score. Although the district rec-
ognized her as having a “flawless” teaching record and being “highly regarded 
as an educator” (Strauss, 2014), the state used her value-added score to clas-
sify her as “ineffective.” In 2014, as per the growth (or lack thereof) that her 
fourth-grade students registered on their large-scale standardized tests from 
years prior (i.e., aggregated at the teacher level), she received a score of 1 out 
of 20. One year prior, the evaluation system classified her as “effective” with 
a score of 14 out of 20 using the same test-based indicators.

Her husband, who was a lawyer, took his wife’s case to the State of New 
York Supreme Court (i.e., the intermediate level of the state’s judicial system, 
with the state’s highest court being the State of New York Court of Appeals). 
They won, with the presiding judge ruling that the state’s recently reformed 
teacher evaluation system, as primarily based on teachers’ value-added esti-
mates, was “arbitrary and capricious.” The presiding judge defined “arbitrary 
and capricious” as actions “taken without sound basis in reason or regard to 
the facts” (State of New York Supreme Court, 2016, p. 11).

This teacher’s case was one of approximately 15 lawsuits occurring at the 
time (“Teacher Evaluation Heads to the Courts,” 2015), related to the nation’s 
reformed teacher evaluation systems. Specifically, these cases were located 
across seven states: Florida n = 2, Louisiana n = 1, Nevada n = 1, New 
Mexico n = 4, New York n = 3, Tennessee n = 3, and Texas n = 1. Through 
these cases, plaintiffs were targeting the value-added indicators that were 
(and in some cases still are being) adopted, implemented, and used as the 
primary or key teacher evaluation system components across the Unites 
States (Doherty & Jacobs, 2015). Across cases, plaintiffs consisting of public 
school teachers, teacher unions, and teacher unions’ local affiliates were tak-
ing school districts and state departments of education to court over these 
systems. Plaintiffs were arguing that the evaluation systems, as noted prior, 
were not only “arbitrary and capricious” (State of New York Supreme Court, 
2016, p. 11), but also “irrational” (VAMboozled, 2014a), “unfair” 
(VAMboozled, 2014b, 2014c, 2018), and being used in violation of teachers’ 
due process rights (VAMboozled, 2014b), again, as based in large part upon 
teachers’ value-added estimates.

Indeed, all of the 15 teacher evaluation systems at issue in court had a 
value-added component, around which other evaluative indicators (e.g., 
observational components) revolve. The “preponderant” value-added com-
ponent, as written into policy and oft-enacted in practice, sometimes carries 
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more weight or altogether trumps other system indicators (Doherty & Jacobs, 
2015). In New York, for example, the value-added indicator was to count for 
50% of a teacher’s overall evaluation score, but if the other indicators col-
lected at the same time about the teachers’ effectiveness (e.g., the observa-
tional component) contradicted the value-added output, the value-added 
output was to trump the other indicator(s), yielding 100% of a teacher’s over-
all evaluation score (National Association of Secondary School Principals 
[NASSP], n.d.). In other states, at the time, it was most often the case that a 
state’s teacher-level value-added component was to carry between 33% and 
50%, “[a]ccording to the best-available research” (Bill & Melinda Gates 
Foundation, 2013).

Notwithstanding, plaintiffs argued that the preponderant use of value-
added indicators was more egregious when high-stakes decisions were 
attached to value-added output. Hence, this evaluative component warrants 
attention and gives rise to concern in practice, in policy, and also in court.

In general, system output includes teacher-level estimates as based on 
value-added models (VAMs) and growth models (hereafter referred to more 
generally as VAMs1). VAMs, in the simplest of terms, classify teachers’ 
effectiveness according to teachers’ statistically measurable (and purport-
edly) causal impacts on their students’ standardized test scores over time 
(Amrein-Beardsley, 2014), although there is certainly debate about the extent 
to which VAMs can or do separate out a teacher’s impact from other class-
room-level factors (see, for example, Rothstein, 2009, 2010). Nonetheless, 
the intent of VAMs is to help to identify teachers whose students outperform 
their projected levels of growth as effective or of “value-added” and teachers 
whose students fall short as ineffective or not of “value-added” (Sanders, 
2003, 2006). As mentioned, system output also oft-includes estimates based 
on supervisors’ observations of teachers teaching in practice, using observa-
tional rubrics to identify, document, and score teachers’ desirable, nonlatent 
behaviors.

High-stakes decisions attached to system output include, but are not lim-
ited to, teachers’ permanent files being flagged with their value-added or 
overall effectiveness categories (e.g., “highly effective,” “effective,” “inef-
fective,” “highly ineffective”) that has prevented teachers from moving 
teaching positions across districts (VAMboozled, 2018); the awarding or 
revocation of teacher licenses or tenure; salary increases, decreases, or merit 
pay; and probation or termination (Amrein-Beardsley, 2014). Similarly, it is 
this set of high-stakes consequences, predominantly attached to the value-
added overobservational components of these reformed teacher evaluation 
systems, which are at the core of these lawsuits in court (“Teacher Evaluation 
Heads to the Courts,” 2015).
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As also explained in “Teacher Evaluation Heads to the Courts” (2015), the 
fundamental reasons “lots of litigation” have been filed, especially from a 
federal education policy level, are related to the reformed, and hence stron-
ger, and more objective teacher accountability systems called for and popu-
larized across the United States over the past decade. More specifically, these 
reformed state and district policies were initially spurred by former U.S. 
Secretary of Education Spellings’s growth model pilots (U.S. Department of 
Education, 2006a, 2006b), incentivized by President Obama’s Race to the 
Top Competition (2011; see also Duncan, 2009), and then punctuated by the 
No Child Left Behind (NCLB) waivers that excused states from not meeting 
NCLB’s prior 100% student proficiency by 2014 goals should they imple-
ment reformed teacher evaluation systems (U.S. Department of Education, 
2010a, 2014).

Moreover, econometricians (e.g., Chetty, Friedman, & Rockoff, 2014a, 
2014b; Hanushek, 2009; T. J. Kane, 2015; Sanders, 2003, 2006), high-profile 
political (e.g., Duncan, 2011; Rhee, 2011) philanthropic figures (e.g., Brown, 
2014; Gates, 2013; see also Bill & Melinda Gates Foundation, 2013), and 
nonpartisan foundations and think-tanks (e.g., Bill & Melinda Gates 
Foundation, National Council on Teacher Quality, The New Teacher Project 
[TNTP]; see, for example, Doherty & Jacobs, 2015; T. J. Kane & Staiger, 
2012; TNTP, 2012; Walsh, Joseph, Lakis, & Lubell, 2017; Weisberg, Sexton, 
Mulhern, & Keeling, 2009), supported these reformed teacher accountability 
policies contributing to the spread of these policies across states and districts 
throughout the United States.

In sum, multiple federal acts and policies encouraged states to attach high-
stakes consequences to VAM-based teacher evaluations, setting the ground-
work for these cases. States with stronger consequences attached to system 
output were more likely to receive Race to the Top funds (e.g., Florida at 
US$700 million, New York at US$700 million, Tennessee at US$500 mil-
lion; see also U.S. Department of Education, 2010b) as well as NCLB waiv-
ers (e.g., Florida, Louisiana, Nevada, New Mexico, New York, Tennessee), 
although 46 states ultimately received NCLB waivers (U.S. Department of 
Education, 2015). Consequently, it can be argued that because the states in 
which lawsuits exist are those in which legislators best complied with the 
aforementioned federal policy calls (see also Mathematica Policy Research, 
2014), this may explain why these states’ teacher evaluation systems are/
were at issue across U.S. courts.

Similarly, while the federal passage of the Every Student Succeeds Act 
(ESSA) has since curbed such efforts, no longer requiring or incentivizing all 
states to engage in such high-stakes teacher evaluation policies as based in 
large part on VAMs, stronger teacher accountability systems remain, 
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particularly in these states, given the substantive financial and human 
resources already invested (Close, Amrein-Beardsley, & Collins, 2018; 
ExcelinEd, 2017; Kraft & Gilmour, 2017).

Regardless, the way the plaintiffs framed the lawsuits led to direct and 
indirect impacts. Direct impacts included actual court rulings. Indirect 
impacts included providing examples to lawmakers for what to avoid (Close, 
& Amrein-Beardsley, 2018), producing headlines in popular media (Rhee, 
2011), and challenging the assumptions of major players in education such as 
the Gates Foundation (Darville, 2017). Determining the actual impact of 
these lawsuits on teacher evaluation systems in the future is too complex, but 
one scholar, Superfine (2016), argued that the lawsuits provided an arena to 
attempt broad policy reform and to work through complex issues between 
policy makers and teachers. This study provides a close-up of that arena 
showing the lines of argument in several states.

Purpose of the Study

The cases across states contain not only common but also distinct lines of 
legal argument and dispute. In other words, plaintiffs have argued their 
cases in unique ways with shared and distinctive foci, again, as largely 
defined by states’ constitutions and legislative actions, or by district poli-
cies and administrative actions in the relatively fewer district-level suits. 
These common and distinct cases, accordingly, are worthy of further explo-
ration and consideration.

The purpose of this study, accordingly, was to examine five of these law-
suits to investigate and make more transparent their common and also unique, 
critical, empirical, and pragmatic issues as presented to the court. The sec-
ondary purpose of this study was to underscore some of the most problematic 
features of the education policies that have landed states and districts in court, 
given the legal implications at issue (see, for example, B. D. Baker, Oluwole, 
& Green, 2013). The purpose of this study was not, however, to examine the 
broader potential (see, for example, Pullin, 2013, 2014, 2015) and actual 
legal issues writ large (see, for example, Superfine, 2016), also given 
researchers in this study are not legal but rather education policy scholars. 
Rather, the purpose of this study was to examine five real cases, in depth, to 
make known the education policy and educational measurement issues being 
both registered and recognized in court from an academic point of view.

Correspondingly, researchers conducted a case study analysis framing the 
pertinent legal issues, as per the current scholarly literature on the topic and 
the key educational measurement criteria written into the most current 
Standards for Educational and Psychological Testing (American Educational 
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Research Association [AERA], American Psychological Association [APA], 
& National Council on Measurement in Education [NCME], 2014), hereafter 
referred to as the Standards (AERA et al., 2014). Researchers conducted this 
case study to make more transparent and known the key educational mea-
surement matters “at issue” across these five cases for audiences unfamiliar 
with these court cases and proceedings, as well as their implications for, and 
potential or actual impacts on, educational policy and practice writ large.

Conceptual Framework

The conceptual framework researchers used in this study consists of seven 
measurements issues common in implementing, interpreting, and making 
decisions based on VAM-based output. The researchers found and defined 
these issues within the most current Standards (AERA et al., 2014), all of 
which affect the viability of the evaluation systems being used.

With VAM-based output, there are empirical and, as also framed in this 
piece, legal issues with (a) reliability, (b) validity, (c) bias, (d) transparency, 
and (e) fairness. Emphases are also on (f) whether VAMs are being used to 
make consequential decisions using solid evidence (e.g., not arbitrary, capri-
cious, irrational) and (g) whether VAMs’ unintended consequences (e.g., 
teachers avoiding certain students or grade levels) are being registered and 
addressed. The researchers also note that other teacher evaluation tools or 
instruments (e.g., observations, student and parent surveys) face very similar 
measurement issues. In this piece, researchers focus on the issues presented 
to the court that directly pertained to VAMs.

Reliability

The Standards (AERA et al., 2014) define reliability as the degree to which 
test- or measurement-based scores “are consistent over repeated applications 
of a measurement procedure [e.g., a VAM] and hence and inferred to be 
dependable and consistent” (pp. 222-223) for the individuals (e.g., teachers) 
to whom the test- or measurement-based scores pertain. VAMs are reliable 
when within-group VAM estimates of teacher effectiveness are more or less 
consistent over time, from one year to the next, regardless of the type of stu-
dents and perhaps subject areas teachers teach. Consistency over time is typi-
cally captured using “standard errors, reliability coefficients per se, 
generalizability coefficients, error/tolerance ratios, item response theory 
(IRT) information functions, or various indices of classification consistency” 
(AERA et al., 2014, p. 33) that help to situate and make explicit VAM esti-
mates and their (sometimes sizable) errors. These measures are also captured 
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to help others understand the errors that come along with VAM estimates and 
to better contextualize the VAM-based inferences that result.

Current research on the reliability (or intertemporal stability) of VAMs 
suggests that teachers classified as “effective” one year might have a 25% to 
59% chance of being classified as “ineffective” the next year, or vice versa, 
with other permutations possible (Chiang, McCullough, Lipscomb, & Gill, 
2016; Martinez, Schweig, & Goldschmidt, 2016; Schochet & Chiang, 2013; 
Shaw & Bovaird, 2011; Yeh, 2013). If a teacher who is classified as a “strong” 
teacher this year is classified as a “weak” teacher next year, and vice versa, 
this casts doubt on the reliability of VAMs for the purpose of identifying and 
making high-stakes decisions regarding teachers (Aaronson, Barrow, & 
Sanders, 2007; Ballou, 2005; Koedel & Betts, 2007; McCaffrey, Sass, 
Lockwood, & Mihaly, 2009).

Across VAMs, reliability is a hindrance, especially when unreliable mea-
sures are to be used for consequential purposes. Similarly, issues with reliabil-
ity undermine validity in that reliability is a necessary or qualifying condition 
for validity. If scores are unreliable, stakeholders may be unable to make or 
support valid, authentic, and accurate inferences from scores (Brennan, 2006, 
2013; M. T. Kane, 2006, 2013; Messick, 1975, 1980, 1989, 1995).

Validity

As per the Standards (AERA et al., 2014), validity “refers to the degree to 
which evidence and theory support the interpretations of test scores for [the] 
proposed uses of tests” (p. 11). Similarly, “[v]alidity is a unitary concept,” as 
measured by “the degree to which all the accumulated evidence supports the 
intended interpretation of [the test-based] scores for [their] proposed use[s]” 
(p. 14). Accordingly, one must be able to support validity arguments with 
quantitative or qualitative evidence that the data derived allow for accurate 
inferences (Brennan, 2006, 2013; M. T. Kane, 2006, 2013; Messick, 1975, 
1980, 1989, 1995).

Here, for example, of great import, as well as debate, is the extent to which 
VAMs can demonstrate that a particular teacher causes a particular change in 
a collective group of students’ test scores over time. The “fundamental con-
cern is that, if making causal attributions is the goal, [whether a] statistical 
model, however, complex . . .” can satisfy this high bar (Braun, 2005, p. 7). 
Indeed, it involves a series of “heroic” assumptions (Rubin, Stuart, & Zanutto, 
2004) when assuming VAMs yield causal decisions about teachers’ direct 
impacts on their students’ learning, as measured by large-scale standardized 
test scores over time (see also Amrein-Beardsley, 2008; Harris, 2011; Wainer, 
2004). These and other large-scale standardized test-based concerns (e.g., 
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whether using similar tests under similar situations and conditions yield dif-
ferent VAM-based results; see, for example, Papay, 2011) can be captured 
under the concerns pertaining to validity.

Following suit, VAM researchers have delved into searching for evidence 
of many subareas of validity, including but not limited to (a) content-related 
evidence of validity—“what is to be validated is not the test . . . but the infer-
ences derived from [the] test scores” (Messick, 1989, p. 5); (b) concurrent-
related evidence of validity—“the degree of relationship between the test 
scores and [other] criterion scores” taken at the same time (Messick, 1989, p. 
7; see also Messick, 1980); (c) predictive-related evidence of validity, 
whereas VAM-based estimates might be used to predict future outcomes on a 
related academic (M. T. Kane, 2013; see also T. J. Kane, McCaffrey, Miller, 
& Staiger, 2013) or nonacademic measure (e.g., lifetime earnings, pregnancy; 
see also Chetty et al., 2014a, 2014b); and (d) consequence-related evidence 
of validity—“[t]he only form of validity evidence [typically] bypassed or 
neglected in these traditional formulations . . . that . . . bears on the social 
consequences of test interpretation and use” (Messick, 1980, p. 8; see also M. 
T. Kane, 2013). However, while all this evidence of validity helps to support 
construct-related evidence of validity, in VAM research most researchers rely 
on gathering concurrent-related evidence of validity.

Concurrent validity assesses, for example, whether teachers who post 
large and small value-added gains or losses over time are the same teachers 
deemed effective or ineffective, respectively, over the same period using 
other independent quantitative and qualitative measures of teacher effective-
ness (e.g., supervisors’ observational scores). If all measures line up and 
theoretically validate one another, then confidence in them as independent 
measures of the same construct increases (Messick, 1975, 1980, 1989, 1995; 
see also Chin & Goldhaber, 2015; Hill, Kapitula, & Umland, 2011). If all 
indicators do not point in the same direction, something may be wrong with 
either or both indicators.

Regarding the validity of VAMs, many researchers have investigated 
whether measures of teacher value-added are substantively related to at least 
one other criterion of teacher effectiveness (e.g., teacher observational indi-
cators; Grossman, Cohen, Ronfeldt, & Brown, 2014; Hill et al., 2011; T. J. 
Kane & Staiger, 2012; Polikoff & Porter, 2014; Wallace, Kelcey, & Ruzek, 
2016). They also debate whether the concurrent-related evidence of validity 
that does exist is strong or substantive, with debates primarily focused upon 
how large in magnitude a correlation might need to be to meet what is still an 
arbitrary standard of strength (see, for example, T. J. Kane & Staiger, 2012). 
Few researchers have empirically investigated whether these indicators 
should align in the first place (see, for example, Chin & Goldhaber, 2015).
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Bias

As per the Standards (AERA et al., 2014), bias pertains to the validity of the 
inferences that stakeholders draw from test-based scores. The Standards 
define bias as the “construct underrepresentation of construct-irrelevant com-
ponents of test scores that differentially affect the performance of different 
groups of test takers and consequently the . . . validity of interpretations and 
uses of their test scores” (p. 216). Biased estimates, also known as systematic 
error as concerning “[t]he systematic over- or under-prediction of criterion 
performance” (p. 222), are observed when the said criterion performance var-
ies for “people belonging to groups differentiated by characteristics not rele-
vant to the criterion performance” (p. 222) of measurement.

Specific to VAMs, unpredictable characteristics of students can bias the 
estimates. Schools do not randomly assign teachers the students they teach, 
so whether their students are invariably more or less motivated, smart, knowl-
edgeable, or capable can bias students’ test-based data and teachers’ test-
based data when aggregated. The current research suggests that VAM-based 
estimates sometimes present biased results, especially when relatively homo-
geneous sets of students (i.e., English-language learners [ELLs], gifted and 
special education students, free-or-reduced-price lunch eligible students) are 
nonrandomly concentrated into schools, purposefully placed into classrooms, 
or both. Research suggests that this can happen regardless of the sophistica-
tion of the statistical controls used to block said bias (Amrein-Beardsley, 
2014; B. D. Baker, 2012; E. L. Baker et al., 2010; Capitol Hill Briefing, 2011; 
Collins, 2014; Darling-Hammond & Haertel, 2012; P. C. Green, Baker, & 
Oluwole, 2012; Kappler Hewitt, 2015; Koedel, Mihaly, & Rockoff, 2015; 
McCaffrey, Lockwood, Koretz, Louis, & Hamilton, 2004; Newton, Darling-
Hammond, Haertel, & Thomas, 2010; Rothstein & Mathis, 2013).

In perhaps the most influential study on this topic, Rothstein (2009, 2010) 
illustrated VAM-based bias when he found that a student’s fifth-grade teacher 
was a better predictor of a student’s fourth-grade growth than was the stu-
dent’s fourth-grade teacher. While others have called into question Rothstein’s 
findings (Goldhaber & Chaplin, 2015; Guarino, Reckase, Stacy, & 
Wooldridge, 2014; Koedel & Betts, 2009), over the past decade researchers 
have empirically investigated VAM-based evidence at least 33 times in arti-
cles published in high-quality peer-reviewed journals (Lavery et al., 2019). 
The primary debate raging across articles concerns whether statistically con-
trolling for potential bias by using complex statistical approaches to account 
for nonrandom student assignment makes bias negligible or rather “ignor-
able” (Rosenbaum & Rubin, 1983; see also Chetty et  al., 2014a, 2014b; 
Koedel et  al., 2015; Rothstein, 2014). While some argue that bias can be 
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effectively controlled for if models include prior achievement, others argue 
that bias may still exist even if models include prior achievement and other 
available covariates. On this note, Koedel et al. (2015) most recently noted 
that models should include all potential biasing variables to effectively con-
trol for bias as much as possible.

Transparency

While the Standards do not specifically define transparency (AERA et  al., 
2014), transparency pertains to the use of the inferences derived via educa-
tional measurements and instruments including VAMs. Hence, for the pur-
poses of this study, researchers define transparency as the extent to which 
something is accessible and understandable. In terms of VAMs, the main issue 
presented is that VAM-based estimates may not make sense to those receiving 
the estimates. Teachers and principals may not understand the models being 
used to evaluate their performance; hence, they are reportedly quite-to-very 
unlikely to use the output for formative purposes (Eckert & Dabrowski, 2010; 
Gabriel & Lester, 2013; Goldring et  al., 2015; Graue, Delaney, & Karch, 
2013). Practitioners often describe value-added data reports as confusing, not 
comprehensive in terms of the key concepts and objectives taught, ambiguous 
regarding teachers’ efforts at both the student and composite levels, and often 
received months after students leave teachers’ classrooms.

For example, teachers in Houston (home to one of the cases in this study) 
expressed that they are learning little about what they did effectively or might 
use their value-added data to improve their instruction (Collins, 2014). 
Teachers in North Carolina reported that they were “weakly to moderately” 
familiar with their value-added data (Kappler Hewitt, 2015). Eckert and 
Dabrowski (2010) also demonstrated that in Tennessee (home to two of the 
legal cases in this study) teachers maintained that there was very limited sup-
port or explanation helping teachers use their value-added data to improve 
upon their practice (see also Harris, 2011). Altogether, this is problematic 
because the main purported strength of really all VAMs is the wealth of posi-
tive diagnostic information accumulated for the said formative purposes (see, 
for example, Sanders, Wright, Rivers, & Leandro, 2009), although simultane-
ously model developers sometimes make “no apologies for the fact that [their] 
methods [are] too complex for most of the teachers whose jobs depended on 
them to understand” (Carey, 2017; see also Gabriel & Lester, 2013).

Fairness

The Standards define fairness as the impartiality of “test score interpretations 
for intended use(s) for individuals from all relevant subgroups” (AERA et al., 
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2014, emphasis added, p. 219). Issues of fairness arise when a test or test use 
affects some more than others in unfair or prejudiced, yet often consequential 
ways (Dorans & Cook, 2016).

The main issue here is that states and districts can only produce VAM-
based estimates for approximately 30% to 40% of all teachers (B. D. Baker 
et al., 2013; Gabriel & Lester, 2013; Harris, 2011). The other 60% to 70%, 
which sometimes include entire campuses of teachers (e.g., early elementary 
and high school teachers) or teachers who do not teach the core subject areas 
assessed using large-scale standardized tests (e.g., mathematics and English/
language arts), cannot be evaluated or held accountable using teacher-level 
value-added data. What VAM-based data provide, then, are measures of 
teacher effectiveness for only a large “handful of teachers” (B. D. Baker 
et al., 2013, p. 12; see also Collins, 2014; Gabriel & Lester, 2013; Harris & 
Herrington, 2015; Jiang, Sporte, & Luppescu, 2015; Papay, 2011). When 
stakeholders use these data to make consequential decisions, issues with fair-
ness arise. Some teachers in certain grades or subject areas experience the 
negative or positive consequences of these VAM-based data more than their 
colleagues.

Consequential Use

As per Messick (1989), “[t]he only form of validity evidence [typically] 
bypassed or neglected in these traditional formulations is that which bears on 
the social consequences of test interpretation and use” (p. 8). In other words, 
the social and ethical consequences matter as well (M. T. Kane, 2013; 
Messick, 1980). The Standards (AERA et  al., 2014) recommend ongoing 
evaluation of both the intended and unintended consequences of any test as 
an essential part of any test-based system, including those based upon VAMs.

The Standards (AERA et al., 2014) state that the responsibility of ongoing 
evaluation of social and ethical consequences should rest on the shoulders of 
the governmental bodies that mandate such test-based policies as they are 
those who are to “provide resources for a continuing program of research and 
for dissemination of research findings concerning both the positive and the 
negative effects of the testing program” (AERA, 2000; see also AERA 
Council, 2015). However, this rarely occurs. The burden of proof, rather, 
typically rests on the shoulders of VAM researchers to provide evidence 
about the positive and negative effects that come along with VAM use, to 
explain these effects to external constituencies including policy makers, and 
to collectively work to determine whether VAM use, given the consequences, 
can be rendered as acceptable and worth the financial, time, and human 
resource investments (see also M. T. Kane, 2013).
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Intended Consequences

The primary intended consequence of VAM use is to improve teaching and 
help teachers (and schools/districts) become better at educating students by 
measuring and then holding teachers accountable for their effects on students 
(Burris & Welner, 2011). The stronger the consequences, the stronger the 
motivation leading to stronger intended effects. Secondary intended conse-
quences included replacing the nation’s antiquated teacher evaluation sys-
tems (see, for example, Weisberg et al., 2009).

Yet, in practice, research evidence supporting whether VAM use has led to 
these intended consequences is suspect, given the void of evidence support-
ing such intended effects. For improving teaching and student learning, as 
noted prior, VAM estimates may tell teachers, schools, and states little-to-
nothing about how teachers might improve upon their instruction, or how all 
involved might collectively improve student learning and achievement over 
time (Braun, 2015; Corcoran, 2010; Goldhaber, 2015). For reforming the 
nation’s antiquated teacher evaluation systems, recent evidence suggests that 
this has not occurred (Kraft & Gilmour, 2017).

Unintended Consequences

Simultaneously, stakeholders often fail to recognize VAMs’ unintended con-
sequences (AERA, 2000; see also AERA Council, 2015). Policy makers must 
present evidence on whether VAMs cause unintended effects and whether the 
said unintended effects outweigh their intended effects, all things considered. 
Policy makers should also contemplate the educative goals at issue (e.g., 
increased student learning and achievement), alongside the positive and neg-
ative implications for both the science and ethics of using VAMs in practice 
(Messick, 1989, 1995).

As summarized by Moore Johnson (2015), unintended consequences 
include, but are not limited to, (a) teachers being more likely to “literally or 
figuratively ‘close their classroom door’ and revert to working alone . . . 
[which] . . . affect[s] current collaboration and shared responsibility for 
school improvement” (p. 120); (b) teachers being “[driven] . . . away from the 
schools that need them most and, in the extreme, causing them to leave [or to 
not (re)enter] the profession” (p. 121); and (c) teachers avoiding teaching 
high-needs students if teachers perceive themselves to be at greater risk of 
teaching students who may be more likely to hinder their value-added, 
“seek[ing] safer [grade level, subject area, classroom, or school] assignments, 
where they can avoid the risk of low VAMS scores” (p. 120), all the while 
leaving “some of the most challenging teaching assignments . . . difficult to 
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fill and likely . . . subject to repeated [teacher] turnover” (p. 120; see also B. 
D. Baker et  al., 2013; Collins, 2014; Hill et  al., 2011). The findings from 
these studies and others point to damaging unintended consequences where 
teachers view and react to students as “potential score increasers or score 
compressors; [s]uch discourse dehumanizes students and reflects a deficit 
mentality that pathologizes these student groups” (Kappler Hewitt, 2015, p. 
32; see also Darling-Hammond, 2015; Gabriel & Lester, 2013; Harris & 
Herrington, 2015; Mellon, 2010).

In sum, as per the Standards (AERA et al., 2014), policy makers should 
commit to ongoing evaluation of all these issues. The American Statistical 
Association (ASA, 2014), the AERA Council (2015), the National Academy 
of Education (E. L. Baker et  al., 2010), and the NASSP, n.d.), have also 
underscored similar calls for research within their associations’ positions 
statements about VAMs and VAM use.

Researchers used all of these overarching issues, accordingly, to frame 
this case study analysis about the pragmatic and empirical issues presented to 
the court. Researchers set out to make this set of issues transparent to help 
others better understand the issues of primary dispute in each of the five court 
cases they selected for this study herein.

Method

For the purposes of this study, researchers conducted a case study (Campbell, 
1975; Flyvbjerg, 2011; Gerring, 2004; Ragin & Becker, 2000; Thomas, 2011; 
VanWynsberghe & Khan, 2007) to examine the collective cases of the five 
lawsuits at focus. The case study approach, according to VanWynsberghe and 
Khan (2007), best suits research with (a) a small number of participants, (b) 
a focus on contextual detail, (c) a focus on nonexperimentally controlled 
events, (d) a well-defined case, and (e) multiple data sources. Consequently, 
researchers (a) examined five lawsuits, (b) positioning them within their 
appropriate contexts, and (c) describing the lawsuits as they exist in the real 
world, (d) given that it was these five cases for which researchers had full 
access to all exhibits and legal documents (i.e., including documents inacces-
sible via legal databases such as Lexis/Nexis or Westlaw) from which they 
could (e) conduct across- and within-case analyses.

As noted, these legal cases were similar and separate enough to permit such 
a case study approach, especially as the plaintiffs across each lawsuit had asso-
ciated experiences and could serve as comparable instances of the same legal 
phenomenon (Ragin & Becker, 2000). Statistical generalizations should not be 
permitted given researchers’ sample of convenience, although naturalistic gen-
eralizations might be warranted (Stake, 1978; Stake & Trumbull, 1982).
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Researchers analyzed and used these practical experiences to help others 
better understand how multiple reformed teacher evaluation systems were 
being used and experienced within and across states, districts, and schools. 
(Flyvbjerg, 2011) All of this, again, was predicated upon large- and small-
scale educational policies, and many policy-based, consequential decisions 
also at stake and of legal dispute.

Case Sample With Summaries

Researchers conducted this case study using a sample of convenience, given 
these five cases, again, were the five cases to which researchers had access to 
the full set of exhibits and legal documents (i.e., including documents inac-
cessible via legal databases such as Lexis/Nexis or Westlaw) that researchers 
needed to conduct this case study analysis. The five cases of interest included 
the following, as organized by the states in which each case was filed. Please 
note that researchers include, below, background information per case, as 
pulled per court documents:

1.	 New Mexico: American Federation of Teachers—New Mexico and 
the Albuquerque Federation of Teachers (Plaintiffs) v. New Mexico 
Public Education Department (Defendants), State of New Mexico, 
County of Bernanillo, First Judicial District Court.
|| Background: The state’s homegrown or locally developed VAM 

(see Swedian, 2014), at the time of this case being filed, com-
prised 50% of a teacher’s overall evaluation score.

|| Alleged violations: Plaintiffs are arguing that teachers received 
poor VAM-based ratings because of flawed or incomplete data, 
because teachers were linked to the wrong students, or students 
they never taught, or subject areas they never taught as also 
sometimes assessed by state-level tests that did not map onto that 
which they taught.

|| Status: The court granted a preliminary injunction in December 
2015, and the case was to be heading back to court in October 
2017, but the case has since been postponed with it now sched-
uled to be heard in the spring 2019.

2.	 New York: Sheri G. Lederman (Plaintiff) v. John B. King, Jr. 
Commissioner, New York State Education Department (Defendants). 
Supreme Court of the State of New York, County of Albany.
|| Background: The state’s homegrown VAM (i.e., the New York 

growth system), at the time of this case being filed, comprised 
50% of a teacher’s overall evaluation score.
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|| Alleged violations: The plaintiff’s teacher-level value-added 
score and subsequent rating as “ineffective” were “arbitrary and 
capricious.” New York’s system also unfairly penalized teachers 
whose students consistently scored well and could not demon-
strate growth upward (e.g., teachers of gifted students, as this 
teacher normally taught).

|| Status: The court ruled in favor of the plaintiff in May of 2016.
3.	 Tennessee: Lisa Trout (Plaintiff) v. Knox County Board of Education 

(Defendant). United States District Court, Eastern District of 
Tennessee, Knoxville Division.
|| Background: The state’s homegrown, but also the first VAM of 

its kind (i.e., the Tennessee Value-Added Assessment System 
[TVAAS], although this VAM is now more popularly recognized 
and used throughout the nation as the more generalized Education 
Value-Added Assessment System [EVAAS]),2 at the time of this 
case being filed, comprised 35% to 50% of a teacher’s overall 
evaluation score.

|| Alleged violations: The plaintiff was unfairly denied a merit 
pay bonus because of her TVAAS scores, which were supposed 
to have been calculated using the systemwide TVAAS scores 
because of her teaching position within an alternative school. In 
addition, 10 of the plaintiff’s students were not included in her 
TVAAS score.

|| Status: The court dismissed the case in February of 2016.
4.	 Tennessee: Mark Taylor (Plaintiff) v. Kevin S. Huffman, William 

Edward Haslam and Knox County Board of Education (Defendants), 
United States District Court, Eastern District of Tennessee, Knoxville 
Division.
|| Background: See the Background for Case 3 above.
|| Alleged violations: The plaintiff was unfairly denied a merit pay 

bonus because of his TVAAS scores, based on the test scores of 
22 of his 142 students. Because the plaintiff taught four upper-
level science courses and one regular eighth-grade science class, 
and there were no state-level tests to evaluate students in the four 
upper-level courses, his relatively higher performing students 
were not included in his TVAAS score.

|| Status: The court dismissed the case in February of 2016. *Note: 
Plaintiffs in two of the three total court cases in Tennessee com-
bined efforts before the cases were heard before the court; hence, 
and hereafter, researchers present the same backgrounds and the 
same statuses for Cases 3 and 4. Researchers also analyzed both 
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cases using the official legal documents accessed and retrieved 
from what ultimately became one case titled as follows: Lisa Trout 
et al. (Plaintiffs) v. Knox County Board of Education (Defendant).

5.	 Texas: Houston Federation of Teachers (Plaintiff) v. Houston 
Independent School District (Defendant), United States District 
Court, Southern District of Texas, Houston Division.
|| Background: The district used the aforementioned generalized 

EVAAS at the time of this case being filed, comprising 50% to 
100% of a district teacher’s overall score.

|| Alleged violations: Plaintiffs are arguing that EVAAS output is 
inaccurate; the EVAAS is unfair; that teachers are being evaluated 
via the EVAAS using tests that do not match the curriculum they 
teach; that the EVAAS system fails to control for student-level 
factors that affect how well teachers perform but that are out-
side of teachers’ control (e.g., parental and student socioeconomic 
effects); that the EVAAS is opaque, incomprehensible (e.g., a 
“black box” model) and, hence, very difficult if not impossible 
to use to improve upon their instruction (i.e., not actionable); and 
that teachers’ due process rights are being violated because teach-
ers do not have adequate opportunities to change their profes-
sional practice as a result of their EVAAS reports.

|| Status: The court ruled in favor of plaintiffs in May of 2017 on 
two counts.

Data Sources

For each case, researchers analyzed official court documents including 
affidavits, case documents (e.g., official court filings), and rebuttals for all 
five cases (turned four total cases, see Nos. 3 and 4 above, see also the 
Status section of No. 4 above). Across cases, this included an average of 
6.5 documents per case (calculated with four cases), with the most docu-
ments coming from the case in Houston, Texas and the fewest coming 
from the case in New Mexico. Otherwise, course documents included 18 
affidavits (including one oral affidavit transcribed by a court reporter), 
five case documents, and two rebuttals. In total, 1,063 pages of legal docu-
ments made up of 336,491 words served as researchers’ primary and offi-
cial data sources. For each court case, the documents also varied in terms 
of balance on the sides of the plaintiff(s), defendant(s), or on either side or 
with no intent (e.g., official course filings). Across cases, there tended to 
be more written on the side of the plaintiffs although the reverse was true 
in the case in Tennessee.
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Data Analyses

To analyze the written pages, researchers read through each case document 
coding for text, quotes, and concepts related to the elements of their a priori 
framework (Miles & Huberman, 1994). More specifically, using this deduc-
tive approach to coding (in which the categories were preselected from this 
framework), researchers read through the material in each case issue-by-issue 
to collectively determine and agree upon the main measurement issues for 
each case. Next, researchers negotiated, agreed upon, and then grouped text, 
quotes, and concepts by measurement element as per their a priori frame-
work, all the while whittling down the textual material into themes by mea-
surement construct per case. Thereafter, researchers compared the cases 
overall, using a constant comparative method in which “the data in hand 
[were] then analyzed again and compared with the new data” to improve 
trustworthiness (Boeije, 2002, p. 393) and to also examine how the cases 
overlapped or diverged (Ragin & Becker, 2000). This systematic approach to 
coding modeled a framework method (Gale, Heath, Cameron, Rashid, & 
Redwood, 2013; Ritchie, Lewis, Nicholls, & Ormston, 2013).

Findings

The following section addresses each key issue. Specifically, researchers 
attempt to make transparent how each of the cases addresses each issue (e.g., 
explicitly, or as couched in a research narrative). Accordingly, in each subsec-
tion, researchers present readers with a case- or theme-based discussion, not 
a step-by-step, case-by-case, analysis.

Reliability

Authors of court documents across the cases acknowledged disputes sur-
rounding VAMs’ levels of reliability. In the New York case, the alleged poor 
reliability of the state’s VAM was probably the most significant issue 
acknowledged by the court. Fittingly, this case relied upon examples of indi-
vidual growth scores varying “wildly” year to year, in New York and else-
where throughout the literature (Chiang et al., 2016; Martinez et al., 2016; 
Schochet & Chiang, 2013; Shaw & Bovaird, 2011; Yeh, 2013).

In the Houston and Tennessee cases, case documents also presented reli-
ability as a central issue. In the Tennessee case, plaintiffs invoked research 
surrounding reliability in general, but not research specific to the TVAAS, 
given reliability estimates were unknown at the time. In the Houston case, 
plaintiffs showed that the EVAAS yielded statistically large standard errors 
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making rankings unstable. Defendants did not defend these issues of dispute 
despite examples of literature that invoke reliability coefficients from other 
statistical spaces (e.g., baseball) and argue that the “relatively” low levels of 
reliability observed might not be as problematic as argued (see also McCaffrey 
et  al., 2009). While performance may be relatively inconsistent over time 
across a variety of domains of human behavior, from baseball to teaching, 
plaintiffs in Houston argued that attaching consequences to such inconsisten-
cies was concerning.

Relatedly, in New Mexico, plaintiffs argued that the state’s VAM was also 
unreliable because the state did not use enough years of data to calculate 
teachers’ VAM-based estimates. While defendants acknowledged that the 
state’s teacher evaluation model needed at least 3 years of student achieve-
ment data to be as reliable as possible, many teachers’ VAM-based estimates 
were calculated using only 1 or 2 years. In many ways, this had to do with the 
state’s recent implementation of its reformed evaluation system, after which 
the state attached consequences to estimates, regardless. Plaintiffs argued that 
New Mexico implemented the system too quickly and injudiciously.

Validity

The aforementioned types of evidence of validity were also presented as 
essential for VAM adoption, implementation, and use across these cases. In 
New York, one of the plaintiff’s expert witnesses wrote that the New York 
VAM did not yield valid estimates from which valid inferences could be 
made about high-achieving students. This and other expert witnesses argued 
that ceiling effects also caused this teacher’s value to decline during the year 
she was classified as “ineffective.” No defendants countered these claims.

In all the other cases, debates considered whether the states or district vali-
dated the tests that students took for (a) measuring student growth over time 
and then (b) directly attributing that growth to students’ individual teachers 
(i.e., teachers’ causal effects). No defendants, across cases, showed that the 
tests were validated for these purposes. Relatedly, across cases, court discus-
sions also centered around confounding variables (i.e., other factors that 
might cause variation in student test scores besides teachers’ effects, distort-
ing validity of inference). Accordingly, all plaintiffs’ witnesses pressed the 
VAM position statement released by the ASA (2014), arguing that teacher 
influences are associated with 1% to 14% of the variance in the test scores 
used to estimate teachers’ value-added effects and that, relatedly, VAMs mea-
sure correlation and not causation. Houston and New Mexico defendants, 
however, argued that policy makers could make causal claims using one set 
of peer-reviewed articles to press their case (i.e., Chetty et al., 2014a, 2014b). 
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Defendants’ claims included, for example, “A teacher’s effectiveness has 
profound consequences for the achievement and earnings of students.” In no 
case was this issue resolved, just as it has not been resolved within the aca-
demic community.

Across cases, plaintiffs and defendants concentrated upon the concurrent-
related types of evidence of validity defined prior. Only in Houston did stake-
holders measure correlation coefficients between teachers’ EVAAS and 
observational estimates, with plaintiffs showing that the correlations between 
both measures mirrored other VAMs on the market (see also Grossman et al., 
2014; Hill et al., 2011; T. J. Kane & Staiger, 2012; Polikoff & Porter, 2014; 
Wallace et al., 2016). That is, correlations were statistically significant yet 
weak for the 3 years of concern in that case (r = .30, r = .28, r = .34). 
Interestingly, though, the district set out to deliberately improve these corre-
lations by building policies to encourage rating alignment, which also became 
a validity concern in court.

More specifically, Houston plaintiffs registered concerns about how teach-
ers’ observational scores, used alongside their EVAAS estimates, were being 
“artificially conflated” as written into policy. In Houston, district policy 
required that principals whose observational scores for individual teachers 
deviated too far from their EVAAS estimates were to revise the more subjec-
tive observational scores to better match them with teachers’ more objective 
EVAAS output, to also keep observers’ subjectivities in check (see Figure 1 
for three schools’ alignment matrices with associated descriptive statistics). 
One of the defendants’ expert witnesses argued that both indicators should 
not be independent of one another, but influence each other to help offset 
both indicators’ methodological imperfections, regardless of the implications 
for validity.

The same validity issue emerged in the case in Tennessee, with the entire 
state, as per state-level policy, encouraging similar alignment practices. Not 
only did the state use similar alignment matrices to make sure teachers’ 
observational scores aligned with their individual TVAAS estimates, but also 
the state put into place policy indicating how principals whose scores did not 
satisfactorily align should receive support to enhance their alignment and 
reduce their subjectivities. See an “alignment of scores” instructional table 
used in Tennessee in Figure 2 to help facilitate this process. Defendants did 
not counter these claims.

Also of importance in Tennessee and Houston and unique to the TVAAS/
EVAAS, statisticians also revised teachers’ value-added scores retroactively 
as more information became available about teachers’ students over time, to 
get at more valid inferences. The plaintiffs argued that this practice voided 
teachers’ prior estimates and the validity of the decisions made as based on 



20	 Educational Policy 00(0)

their prior estimates. This, too, has major implications for validity, whereas 
this shows that the inferences based on EVAAS estimates could not be taken 
as valid or “true” as they consistently changed in retrospect (see Ballou & 
Springer, 2015).

Bias

Examinations of bias also traversed cases in New Mexico, New York, and 
Houston. In these cases, defendants, again, cited one of the two peer-reviewed 

Figure 1.  Three Houston schools’ rating alignment matrices with associated 
descriptive statistics.
Note. Cells highlighted in red indicate that teachers’ EVAAS and IP scores are unacceptably 
misaligned. EVAAS = Education Value-Added Assessment System; IP = instructional practice.
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Chetty et  al. (2014a) studies, arguing that VAM-based estimates were not 
biased. Plaintiffs criticized the same piece pointing out that VAMs “on aver-
age” may or may not be biased, but year-to-year they may yield biased mea-
surements when teachers teach homogeneous classes of high- or 
low-performing students. This study and topic turned out to be a source of 
disagreement that stumped the courts.

Only in Houston did expert witnesses directly assess VAM-based esti-
mates for bias. Plaintiffs showed that the estimates derived via the EVAAS 
may be relatively more biased against teachers teaching racial minority, 
ELLs, free-or-reduced-price lunch eligible, and special education students, 
despite the frequent statements about the EVAAS’s capacity to block and 
control for bias (Sanders et  al., 2009). Inversely, defendants argued that 
plaintiffs’ evidence and opinions pertaining to bias represented a minority 
view. They argued that teachers’ value-added scores would still provide use-
ful information to principals, even if partially biased.

The cases in Tennessee and New Mexico also addressed bias, but in terms 
of subject- and grade-level bias. In both cases, the evaluation systems rated 
English/language arts and mathematics teachers significantly differently. 
This same pattern applied to teachers in different grade levels in Tennessee. 
Both sides argued that this systematic pattern occurred for one of two 

ALIGNMENT OF SCORES (TEAM & Individual Growth)
Are our TEAM scores valid?

V
al

id
it

y

CODE Reports to Use:
•	 Evaluation Data Report 2012-2013

o	 Individual Growth Score column
o	 Average Observation Score column

•	 Observation Summary by Teacher (Export) 2013-2014, column L 
(Overall Average Score)
	Do current observation scores project closer alignment with 

student growth as measured by:
o	State assessments
o	District benchmark assessments
o	Teacher made assessments?

	How has your accuracy as an evaluator grown to more closely 
align teacher practice to student growth?

Figure 2.  An “alignment of scores” instructional table used in Tennessee, as per 
Tennessee State Board of Education (TSBE, 2012)  policy (Anonymous, personal 
communication, October 15, 2015; recreated from a photograph of an official 
document).
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reasons: (a) these subject- and grade-level teachers were simply better or 
worse as a whole, or (b) there was another biasing factor at play (see also 
Holloway-Libell, 2015).

Transparency

Authors of court documents across the cases also acknowledged disputes sur-
rounding VAMs’ levels of transparency. In the Houston case, however, trans-
parency was probably the most noteworthy issue acknowledged by the court. 
Again, throughout Houston, the district used the aforementioned EVAAS to 
evaluate teachers—the EVAAS, which is sold at least in part to provide a 
“wealth of positive diagnostic information” for formative purposes (Sanders 
et al., 2009, p. 9). However, Sanders (the EVAAS creator) continued to make 
“no apologies for the fact that his methods were too complex for most of the 
teachers whose jobs depended on them to understand” (Carey, 2017; see also 
Gabriel & Lester, 2013). Hence, in Houston (as well as in Tennessee, given 
its use of the original TVAAS), two forces conflicted. On one hand, teachers 
deserved transparency so they could access, understand, and then learn from 
their value-added estimates to become better educators. On the other hand, 
EVAAS owners desired to protect their intellectual property (e.g., proprietary 
algorithms and source codes), albeit at the cost of millions of public taxpay-
ers’ dollars per year (e.g., US$680,000 per year in Houston).

This conflict played out in the court, accordingly. Despite a Public 
Information Act request submitted by the plaintiffs, EVAAS owners provided 
very limited access to the data used to evaluate Houston teachers, providing 
only general descriptions of their statistical procedures and formulas, and 
technical reports. They did not, however, release their decision rules, statisti-
cal “secrets,” or source codes. What they did permit was access to protected 
information to one of the plaintiffs’ expert witnesses, although this was done 
using a highly controlled and monitored procedure and place (i.e., demar-
cated by the presiding judge as “extremely restrictive access”). This eventu-
ally led to defendants filing an alleged violation of their protective order, with 
defendants arguing that what this witness wrote into his or her affidavit 
exposed some of the EVAAS’s proprietary information. In the end, the pre-
siding judge ruled that defendants “interpret[ed] the[ir] protective order too 
broadly,” adding that this “overly broad interpretation urged by [EVAAS 
owners] would inhibit legitimate discussion about the lawsuit.”

Perhaps, then, what became even more of an issue in court was whether 
teachers, without having the access that the aforementioned expert witness 
had to what plaintiffs argued was a “black box” model, were able to access, 
understand, make sense of, or replicate their scores. Hence, this became one of 
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the chief complaints in the case, ultimately playing out in the presiding judge’s 
final ruling on whether such secrecy should be tolerated (see forthcoming).

In New York, state law mandates that the teacher evaluation process be 
transparent, yet key features of the VAM also remained opaque there. For 
example, although state representatives argued that they made the state model 
transparent by posting their VAM on their Department of Education website, 
one expert witness argued that a practicing teacher could not possibly under-
stand the website. Teachers in New Mexico also described a similar lack of 
transparency, impeding their abilities to understand and use their VAM-based 
scores to become better teachers.

Fairness

The discussion about fairness across the four cases related to, as mentioned, 
whether VAMs or VAM uses affected some teachers more than others in 
unfair and consequential ways; although issues with fairness were either 
peripheral (e.g., in the New York and Tennessee cases) or at the forefront of 
these cases. In the Houston case, plaintiffs argued that some teachers were 
being evaluated via the EVAAS using tests that did not match the curricu-
lum they were teaching. Plaintiffs also argued that although more teachers 
were held accountable using the EVAAS in Houston, given the district also 
had large-scale standardized tests in science and social studies (i.e., allow-
ing for more than the typically 30%-40% of teachers held accountable using 
VAM-based systems), because such highly consequential decisions were 
tied to their EVAAS output (including termination), this was still an issue 
with fairness.

In Tennessee and Houston, given their use of the TVAAS/EVAAS, respec-
tively, the court also addressed how teachers who teach small classes were 
more likely to perform at average levels. The system put out this performance 
measurement not because they were actually average, but because the meth-
ods that modelers used to counteract the errors caused by small sample sizes 
(e.g., shrinkage methods) pulled teachers of small class sizes value-added 
scores toward the mean (Ballou & Springer, 2015; see also New York). In 
Tennessee, the sitting EVAAS director positioned this “a [necessary] statisti-
cal protection put into place so that we’re not misclassifying teachers.”

In New Mexico, plaintiffs charged, as well, that the state’s reformed 
teacher evaluation system was unfair, harming some teachers over others. A 
list of highly respected educators (including one state senator who retired 
from teaching) argued these points. This state senator, more specifically, 
positioned as a fairness issue that “glaring errors” marred state’s ratings of 
some teachers over others (e.g., calculus teachers being evaluated using the 
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state’s mathematics tests, as also noted in Houston), and that the state adjusted 
some teachers’ ratings when errors were identified by teachers’ districts (i.e., 
not the state) and the state, accordingly (albeit unfairly), adjusted those teach-
ers’ scores versus others. Defendants did not explicitly defend these points, 
with the exception of explanations regarding how the state was attempting to 
include more teachers in the state’s evaluation system (e.g., via the adoption 
of more tests at more grade levels) and to reduce data and scoring errors in 
more fair and systematic ways.

Consequential Uses

As noted, the high-stakes consequences at the core of these lawsuits included 
teachers’ permanent files being flagged; possible professional development 
or interventions; awarding or revocation of teacher licenses or tenure; salary 
increases, decreases, or the granting of merit pay; and probation or termina-
tion. Most notable across suits, though, was the case in Houston, as Houston 
is widely recognized for its use of the EVAAS for more consequential deci-
sion-making purposes (i.e., teacher merit pay and termination) than anywhere 
else in the nation (Collins, 2014; Corcoran, 2010; Harris, 2011). For example, 
221 Houston teachers were terminated in 2011 based predominantly (and 
arguably solely) on their EVAAS scores, given teachers termination letters 
noted that the terminated teachers demonstrated “a significant lack of student 
progress attributable to the educator” or “insufficient student academic 
growth reflected by [their EVAAS] value-added scores.” The district also 
terminated teachers for the same reasons in the years before and after, which 
in many ways brought this case forward. That is, the highly consequential 
nature of Houston’s system is quite literally what landed this district in court. 
Specifically, that limited-to-no evidence existed showing that terminating 
these teachers (or attaching money to teachers’ value-added) yielded the sys-
tem’s intended consequences (i.e., increasing student achievement). This 
point was also of great importance because, as argued by one of the defen-
dants’ expert witnesses, the EVAAS (and observational component) in 
Houston “[were] primarily used for feedback and targeted professional devel-
opment.” See Figure 3, as taken from court records, for other test-based indi-
cators of whether the same theory of change as applied in Houston benefited 
students, given the intended consequences alleged.

In Tennessee, plaintiffs charged that they were denied monetary bonuses 
after their TVAAS estimates were miscalculated. Teachers who should have 
received bonuses (e.g., US$2,000) received nothing. In addition, the state 
also used TVAAS scores for a variety of other high-stakes decisions such as 
tenure decisions, advancement of teaching licenses, and also establishing 
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Figure 3.  Houston’s performance (i.e., percent met standard), as compared with 
the state, on Texas’s large-scale standardized tests in Grades 3 to 8 in reading, 
writing, science, and social studies, 2012-2015 (spring administration)
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“inefficiency” as a rationale for termination. In this case, however, counter-
evidence supporting the state’s intended consequences—gains demonstrated 
on the National Assessment of Educational Practice (NAEP) and touted 
throughout the state as evidence that the state’s TVAAS-based system yielded 
improved student achievement (see, for example, Huffman, 2014; see also 
Rubinstein, 2014)—was never debated (see also forthcoming).

In New Mexico, despite a widespread understanding that 2013-2014 was 
to be a “hold-harmless” year so that the state could, with prudence, test and 
roll out its reformed teacher evaluation system, the state flagged teachers’ 
files with their value-added or overall effectiveness categories (e.g., “highly 
effective,” “effective,” “ineffective,” “highly ineffective”) and, in some 
cases, placed teachers with low value-added scores on professional improve-
ment plans. This problem was exacerbated, again, given the state also admit-
ted to miscalculating many New Mexico teachers’ value-added and overall 
evaluation scores. Because the state was rolling out such a new system, how-
ever, no other discussions in court regarding the system’s intended conse-
quences were pertinent, given no one had a chance to argue, evaluate, or 
assess them.

Finally, in New York, the court viewed the consequences attached to its 
VAM differently, positioning an “ineffective” tag as consequential in terms of 
public shame and loss of reputation in the professional and greater commu-
nity for a teacher. Hence, court documents presented how stigma might also 
play a role as a high-stakes consequence, regardless of the intended conse-
quences that were not of explicit concern in this case.

Unintended Consequences

Perhaps, some of the most interesting elements across all cases were also the 
unintended consequences playing out across these lawsuits (e.g., teachers 
working in isolation, competing, leaving the profession, and avoiding certain 
grade levels, subject areas, and students). However, across cases, plaintiffs 
mentioned these consequences as more circumstantial, anecdotal, and, conse-
quently, of less substantive concern. For example, in New Mexico, district-
level experts reported an exodus of teachers and administrators who were 
“fed up” with the evaluation system, with one district superintendent testify-
ing that, after the 2013-2014 school year, the district set an all-time record for 
resignations and transfers. The judge heard this type of evidence, but did not 
officially acknowledge the evidence (e.g., in the court’s official ruling), 
although this may not be as surprising because rules of evidence and past 
precedent constrain judges.
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The only thing unique, perhaps, that came out of the cases in Houston and 
Tennessee as officially acknowledged by the court, was that teachers claimed 
that their administrators were changing and therefore distorting their other 
evaluative (i.e., observational) indicators of effectiveness. Policy required 
administrators to trust teachers’ value-added more than their observational 
scores and they acted accordingly. This was registered as an unintended con-
sequence that also violated validity, via the deliberate forcing of increased 
correlations between both indicators to demonstrate increased alignment and 
increased (manufactured) objectivity on the observational side (i.e., termed 
“artificial conflation,” as noted prior).

Rulings

Given all of the aforementioned issues addressed in court, the court rulings 
were as follows. In New Mexico, a state court judge denied a motion to dismiss 
the lawsuit and granted a preliminary injunction, preventing the state from 
making any more consequential decisions about teachers throughout the state, 
until the state (and/or others external to the state) could evidence to the court 
(with evidence explicitly aligned with the abovementioned educational mea-
surement principles) during another trial that such consequences are warranted 
and nonarbitrary, and that the system is legally defensible as well as “uniform 
and objective” as per state constitutional requirements. Again, the final hearing 
of this case has been postponed multiple times since its initial scheduling in 
October 2017 to its current scheduling in the spring 2019; however, with the 
recent (i.e., November 2018) election of a democratic governor who explicitly 
vowed to overhaul the state’s teacher evaluation system, namely, in terms of 
not using teachers’ students’ test scores to hold New Mexico’s teachers account-
able for their effects, it is possible this case may ultimately be dismissed.

In New York, the court ruled in favor of the plaintiff in May 2016, with the 
court’s conclusion being based upon the following: (a) the evidence of VAM 
bias against teachers at both ends of the spectrum (e.g., those with homoge-
neous sets of high-performing students or low-performing students), (b) the 
effect of the plaintiff’s small class size on her growth score, (c) the unex-
plained swing in the plaintiff’s growth score from one year to the year follow-
ing, and, most tellingly, (d) the strict imposition of relativistic rating 
constraints forced to fit a “bell curve” by placing teachers in predetermined 
categories regardless of their “true” levels of effectiveness.

In Tennessee, the court dismissed the case in February 2016 before it went 
to trial. More specifically, the court dismissed the plaintiffs’ claims. While 
the court was “not unsympathetic to the teachers’ claims,” and the court reg-
istered substantial concerns about the reliability and validity of the TVAAS, 
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the court ruled that the state satisfied the threshold of the “rational basis test” 
at issue, writing that

[w]hile the court expresses no opinion as to whether the Tennessee Legislature 
has enacted sound public policy, it finds that the use of TVAAS as a means to 
measure teacher efficacy survives minimal constitutional scrutiny. If this policy 
proves to be unworkable in practice, plaintiffs are not to be vindicated by 
judicial intervention but rather by democratic process.

In short, evaluating teachers using the TVAAS was “rationally related to a 
legitimate government interest.”

Finally, in Houston, the court ruled in favor of plaintiffs in May of 2017 
on two counts, ruling that the plaintiffs had legitimate claims regarding (a) 
how EVAAS was a violation of their Fourteenth Amendment due process 
protections, and (b) whether the system permitted teachers to act to ensure 
their VAM scores were accurate as due process requires. In October 2017, the 
parties settled the case when the district agreed to remove from its evaluation 
system any scoring system, including but not limited to the EVAAS, that 
could not be verified.

Conclusion and Implications

The way the framing of the lawsuits affected future policy and practice is too 
complex to untangle exactly, but the lawsuits did present some important impli-
cations for policy and practice worth mention. First, the lawsuit framing had 
direct implications for future policy because the judges ruled only on what the 
plaintiffs argued. In particular, the New York judge validated the arguments of 
plaintiffs who claimed that VAMs could bias certain teachers. In addition, the 
New York judge presented an example of direct and blunt court intervention in 
education policy related to the rights of teachers (i.e., fairness).

Some rulings complicated the picture, however, showing that the argu-
ments presented sometimes had no bearing on the legal status of policy. The 
judge in Tennessee complicated the precedent set by the New York judge, 
by setting a line for how and why a court should intervene with education 
policy. Although the court showed concern about reliability and validity of 
the VAM in question, the judge ruled that the policy should be tested 
through voting, not a court judgment. Legally, according to the judge’s rul-
ing in Tennessee, the arguments made seemed to have merit, but were not 
legally relevant.

Less direct implications of the arguments included the public coverage of 
the lawsuits and the arguments made by plaintiffs. As Superfine (2016) 
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argued, the lawsuits served as a place for teachers to be heard. Teachers, who 
may have had less voice or been overruled in public policy decisions at the 
federal and state level, now had a platform from which to make arguments 
about their rights. Through the lawsuits, covered by popular media (Rhee, 
2011), teachers and teacher unions presented their side to issues concerning 
fairness and the unintended consequences of such policies. In New Mexico, 
issues regarding teacher evaluation played a role in gubernatorial elections, 
indicating the potential real-world impact of the arguments made in court and 
echoed by the media. Again, linking the lawsuits directly to the results of 
political elections is a stretch. Too many factors play a role to clearly present 
a link; however, the lawsuits certainly presented political points of contention 
or “political stumbling blocks” (Sawchuk, 2016, p. 1).

That all of these court cases fundamentally rested upon not only a variety 
of educational research studies (i.e., hundreds of peer-reviewed study cita-
tions across documents) but also educational measurement concepts afforded 
by the Standards (AERA et al., 2014), given all of the cases addressed in this 
study attended to all of these measurement concepts to some degree, is impor-
tant to note, although it is also important to note that just because VAMs 
might not satisfy these Standards, VAMs may still not necessarily be consid-
ered illegitimate or illegal (e.g., in the case of Tennessee where the court 
ruled that, regardless of the measurement issues, using VAMs for teacher 
evaluation purposes was “rational”). Although the Standards may serve as a 
useful touchstone for understanding cases involving such educational mea-
surement issues, they are not the only important touchstone for understanding 
VAMs in court.

Nonetheless, that these legal arguments represented hundreds of hours of 
work by plaintiffs and defendants, including not only lawyers but also expert 
witnesses representing the academic community, is also noteworthy.3 This is 
true given the educational research community, as a whole, is currently 
engaged with how educational research might have a direct and measurable 
impact on policy and practice writ large (Deshpande, 1981; Fischman & 
Tefara, 2014; Lingard, 2013; Nutley, Walter, & Davies, 2003). See also the 
themes from the 2016 and 2017 AERA annual meetings that speak to this 
regarding “Public Scholarship” and “Knowledge to Action” (see also Welner, 
2012). These also speak to how the academy is seeking to rework models for 
how research might affect policy and practice.

Therefore, while much discussion has transpired regarding the extent to 
which researchers might make their empirical findings more impactful 
(Furlough, 2010; M. F. Green, 2000; Shulenburger, 2005), especially in 
terms of policy and practice, in few legal cases prior (e.g., in desegregation 
law; see, for example, Erickson & Simon,1998) and of late (e.g., teacher 
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tenure in Vergara v. California, as related; school choice in, for example, 
Prothero, 2018; and school finance in, for example, Farmer, 2017) has the 
education academy seen its influence affect change more than via these 
legal cases.

While the adversarial processes upon which courts rely may inspire 
debate as to whether those processes are well suited to identify reliable and 
valid evidence to inform court decisions, these cases demonstrate how 
America’s judicial system uses and interprets this type of evidence and how 
those interpretations affect educational policy and practice as a result. See 
again what transpired in Houston with the Fourteenth Amendment due pro-
cess ruling, in New Mexico in terms of withholding all consequences until 
evidence warrants their administration, and in New York in terms of the 
“arbitrary and capricious” ruling and subsequent definition as such actions 
being “taken without sound basis in reason or regard to the facts.” At mini-
mum, these rulings show how research evidence “added value” in these 
particular cases.

Relatedly, the ways via which plaintiffs and defendants framed these criti-
cal measurement issues is important, also in terms of how these issues directly 
affect teachers (i.e., the positive and negative consequences attached) and 
school systems (i.e., forcing administrators to manipulate numbers, losing 
teachers from the field). Although the effects varied to some extent, all of the 
cases framed such consequences as major factors to be considered. This may 
illustrate one major difference between academic and legal work on such 
teacher evaluation systems, with most academic work in this area focusing 
more heavily on the measurement issues, oft-regardless of how they play out 
from theory to practice. Although some scholars consider both measurement 
issues and on-the-ground consequences in their scholarly work, the court val-
ued these issues, perhaps, more so, more holistically, and more on account of 
the general good (e.g., taxpayers paying for these systems using federal and 
state revenues).

Understanding the value of on-the-ground consequences is germane to our 
collective understandings about this area of research and reform, and how our 
conceptions of and research on both might evolve. This is especially impor-
tant as many states continue to employ similar teacher evaluation systems 
despite the measurements at issue and the pragmatic issues of concern. This 
also continues despite the fact that, as per the ESSA, states are no longer 
required (or incentivized) to engage in these policies (see also Kraft & 
Gilmour, 2017). However, while the passage of ESSA no longer mandates 
such systems, because states’ systems were enacted into state law, these sys-
tems will likely continue to remain for some time, given the financial and 
human resources investments already made and given the time it might take 
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states to revise, adopt, and then implement new policies in effect. Related, 
current evidence suggests that most of state’s current teacher evaluation poli-
cies continue to look much the same as they did prior to the passage of ESSA 
(Close et al., 2018; ExcelinEd, 2017).

As such, this is certainly not a call to discontinue such research. This is a 
call to continue such research, perhaps, in more universal ways. Researchers 
might better marry theory and practice when researching such systems if they 
take into consideration these systems’ empirical and pragmatic issues, bene-
fits, and challenges. It is precisely this set of research that played the most 
central role in these cases and, therefore, affected policy and practice. 
Similarly, additional investigations into what the courts valued, with investi-
gations into what critical evidence was also missing, might better inform 
future research as well as future research’s bearings on policy and practice.
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Notes

1.	 The main differences between value-added models (VAMs) and growth models 
are how precisely estimates are made and whether control variables are included. 
Different from the typical VAM, for example, the student growth models are 
more simply intended to measure the growth of similarly matched students to 
make relativistic comparisons about student growth over time, typically with-
out any additional statistical controls (e.g., for student background variables). 
Students are, rather, directly and deliberately measured against or in reference to 
the growth levels of their peers, which de facto controls for these other variables.

2.	 The Education Value-Added Assessment System (EVAAS) is advertised as 
“the most comprehensive reporting package of value-added metrics available 
in the educational market.” The EVAAS also offers states, districts, and schools 
“precise, reliable and unbiased results that go far beyond what other simplistic 
[value-added] models found in the market today can provide” (SAS Institute 
Inc., n.d.). The EVAAS comes in different versions for different states and for 
different large and small school districts. For each consumer, EVAAS model-
ers choose one of two primary linear mixed models. These include either the 
preferred multivariate response model (MRM), which essentially entails a mul-
tivariate repeated-measures analysis of variance (ANOVA) approach, and the 
less ideal univariate response model (URM) that essentially entails a traditional 
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analysis of covariance (ANCOVA) approach, which resembles certain hierarchi-
cal linear model (HLM) approaches (Sanders, 2003, 2006). The better the test 
data available, even if taken from different types of standardized achievement 
tests (e.g., large-scale standardized tests that are aligned to either national or spe-
cific state standards), the better the model used and the better (i.e., more valid, 
reliable, and unbiased) the model estimates (see also Wright, Sanders, & Rivers, 
2006; Wright, White, Sanders, & Rivers, 2010).

3.	 Also noteworthy in and of itself is that the sitting director overseeing all EVAAS 
and sales at SAS Institute Inc., John White, who has an undergraduate, master’s, 
and PhD in statistics, admitted on the record that he is “not a psychometrician.” 
More importantly, when he was asked whether he was “familiar with the standards 
for educational and psychological testing,” he responded, “I’m familiar enough to 
know that it’s usually psychometric principles that they’re dealing with, but other 
than that, not exactly.” The plaintiffs’ attorney asked, so “It’s something that you, 
as [an educational] statistician, really have to be concerned with, right?” Answer: 
“I think that it is more about the psychometrician developing assessments. That’s 
my understanding of them.” That the sitting director of this system, one of the 
most widely implemented and used systems in the nation, was unfamiliar with the 
Standards (AERA et al., 2014) is, accordingly, important to note.
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